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Introduction

The Transportation Security Administration (TSA) performed the congressionally mandated HAZMAT Truck Security Pilot (HTSP) project to demonstrate the feasibility of an eventual national truck-tracking center (TTC) capable of interfacing with carriers’ tracking systems through a non-proprietary, universal interface. Through the HTSP project, the TSA also demonstrated the capability of a national TTC to improve the coordination of federal, state, and local response to Transportation Security Incidents (TSIs).  The TSA Transportation Sector Network Management (TSNM) Highway and Motor Carrier Programs Office designed the HTSP project to establish best practices and identify security enhancements in the trucking industry. 

Through the HTSP project, the TSA achieved the following objectives:

· Developed and demonstrated a prototype for a centralized TTC.

· Developed and demonstrated a non-proprietary universal interface system or set of protocols that will allow alerts and tracking information to be transmitted from all commercially available tracking systems to a prototype TTC. 

· Evaluated the feasibility of utilizing the developed universal set of protocols or interface system to pass truck tracking information between a TTC and a 24-hour Government intelligence operations center.

· Provided an independent analysis of the recommendations and validated the results of the objectives listed above.

To accomplish these goals, the TSA made two contract awards. Award 1, led by Science Applications International Corporation, Inc. (SAIC), addressed the independent analysis.  Award 2, led by General Dynamics Advanced Information Systems (GDAIS), addressed the design and implementation of the truck tracking system.  A summary of the work completed to meet the objectives is contained in this report.

The Implementing the Recommendations of the 9/11 Commission Act mandates that the Secretary of Homeland Security develop a tracking program for motor carrier shipments of hazardous materials by February 2008.  The results of the HAZMAT Truck Security Pilot have demonstrated a platform for the development of a program satisfying the H.R. 1 requirements.  They are as follows:

· Frequent or continuous communications – TSA has developed a set of tested protocols that are capable of interfacing with (a) existing truck tracking systems, (b) state/local law enforcement agencies and first responders and (c) with federal intelligence and emergency management centers.
· Vehicle position location and tracking capabilities – TSA has implemented a tested and functioning truck tracking center that allows TSA to “continually” monitor truck locations and track load types in all of the continental United States.
· A feature that allows a driver of such vehicles to broadcast an emergency distress signal – TSA has developed a concept of operations that has gone through considerable testing and being vetted by government and industry volunteers. This concept of operations facilitates effective responses to drivers’ emergency distress signals.
HTSP Prototype System Overview

The HTSP system’s primary components are the Truck Tracking Center and the Universal Communications Interface (UCI).  Carrier tracking systems deliver truck tracking information to the TTC via the UCI.  The TTC aggregates the carrier tracking data and, during a TSI, coordinates the federal, state, and local response.
Figure 1, below illustrates the HTSP data flow process. Here, the TTC coordinates incident response with appropriate first responders and a Government intelligence operations center. The TEAMS system collects near real-time cargo, truck, and location data from commercial truck tracking systems, then identifies and presents alert notification information to the TTC. Using these procedures, TTC dispatchers evaluate, and coordinate the response to, transportation events which may become transportation security incidents (TSI).
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Figure 1.  HTSP Data Flow.

Centralized Truck Tracking Center

One of the primary objectives of the HAZMAT Truck Security Pilot was to develop and operate a prototype of a centralized truck tracking center to enhance the ability of state, local, and federal authorities to respond to Transportation Security Incidents.
The development process began with a concept of operations (CONOPS) which defined the characteristics of the HTSP from the users’ viewpoint.  The CONOPS was developed with guidance from the Transportation Security Administration Highway and Motor Carrier Program Office based on the mission of the TSA which is to protect the Nation’s transportation systems including ensuring the safety and security of surface transportation modes.  The CONOPS was used to develop system requirements of the HTSP to satisfy the operational protocols.  This specification included documentation of the HTSP components, network architecture and functional data flows defining the interaction among HTSP components.  Requirements for each component were also documented and commercial-off-the-shelf (COTS) software components to be tailored and used to satisfy the requirements were identified.

The Truck Tracking Center Prototype (TTCP) included three key components, all developed and successfully deployed during the HTSP.  The components were: (1) the TTCP facility including hardware and networks; (2) operational staff; and (3) communication and display software.  The pilot realized the development, testing, and documentation of the operational experience associated with the deployment of these components.

1. TTCP facility.  The TTCP facility included state-of-the-art digital / analog telephone services, networked servers and workstations, and secure broadband internet connections.  The TTCP facility was hosted at the Rural / Metro Dispatch Center in Buffalo, NY.  Servers and workstations were purchased and deployed at the Rural / Metro facility to support the TTCP operations.

2. Operational staff.  Selected emergency dispatchers at the Rural / Metro Dispatch Center were trained in the procedures and operations associated with the TTCP.  These TSA-cleared operators provided 24-7 operational coverage, responding to alerts and security-related events, as needed.  They received recurring operational training through daily test messages that required implementation of TTCP procedures.  An automated tool for generating the daily test messages was developed to support this daily training.

3. Communication and display software.  Communications and display software includes the majority of the development effort undertaken during the HTSP.  It included the Transportation Event Analysis and Management System (TEAMS), the Universal Communications Interface (UCI), and the FDfolio data analysis and risk assessment toolset.  The communication and display software is described in more detail below.

All project software was developed in accordance with CMMI principles. The process included standard software development and maintenance procedures and metrics for tracking productivity, adherence to process, and product quality.  In addition, the process has provided documentation of the software requirements and design.

Key software components developed during the HTSP include: enhancements to General Dynamics’ TEAMS product necessary for satisfying HTSP information storage and display requirements; development of the UCI for satisfying communications requirements (between TEAMS, the truck tracking systems, and the FDfolio risk assessment toolset); and enhancements to FreightDesk’s FDfolio product necessary to support the UCI and HAZMAT truck specific risk assessments.

TEAMS is an event-based system that stores and displays event-based information received in messages from transportation-related systems and sends notifications when messages identifying new events are received. TEAMS displays event information in textual, pictorial, and geospatial formats. TEAMS utilizes a web service to receive event-based XML messages. When a message is received that contains information about an event not in the TEAMS database, a new event is created in the database. When a message is received that contains information about an event already existing in the TEAMS database, the information for that event is updated in the TEAMS database.  TEAMS provides human-readable output in HTML so that a user only requires a web browser to view the current state of events. Thus, authorized users can access TEAMS anywhere a computer and internet connectivity is available with appropriate security (VPN). TEAMS controls access by authenticating users based on user IDs and passwords. Event information is presented in textual and pictorial format. Event location is presented in geospatial format. TEAMS utilizes ESRI-formatted map data on which event location is overlaid. The map display can be controlled using zoom and scroll controls. TEAMS uses email to notify users of new events. Email messages can be sent to desktop computers, handheld computers, and SMS-enabled cellular telephones.  Currently TEAMS is configured to receive, store, and present data in the COMCARE Vehicular Emergency Incident Data Exchange format. TEAMS currently processes vehicle information and location, crash information, and passenger information for GM OnStar calls. TEAMS is a Java-based application that utilizes a web server, a J2EE application server (currently SUN), and a relational database (currently Microsoft SQL Server) to process, store, and present event information. TEAMS can be easily modified to process, store, and present any event-based information.

Enhancements to TEAMS were accomplished during this task to satisfy the requirements defined in the CONOPS.  These included:

· User interface enhancements.  The TEAMS user interface was enhanced to support unique needs of the HAZMAT truck tracking application.  New data views and functionality were added.

· Modifications to support risk assessment.  TEAMS was enhanced to support working in an integrated environment with a risk assessment tool (FDfolio).  These included database enhancements, communications enhancements, display enhancements, and the ability for users to access the risk assessment tool.

· Vehicle tracking.  TEAMS was enhanced to support vehicle tracking including the ability to display vehicle history locations graphically.

· Alerting.  TEAMS was enhanced to support the presentation of alerts needed to notify operators when new events or information are available.

· Access control.  TEAMS was enhanced to provide a mechanism for setting passwords and restricting access to authorized users. 

· Material handling guidance.  TEAMS was upgraded to allow TTCP operators to access information regarding HAZMAT materials and appropriate emergency responses.

· HAZMAT data storage and display.  TEAMS was upgraded to support the acquisition, storage, and display of HAZMAT truck identification and HAZMAT cargo information.

· Access to map overlays.  TEAMS was enhanced to allow access to orthographic maps with imagery of locations of interest.

· Geo-fencing.  TEAMS was upgraded to support defining geo-fences by demarcating areas within any polygonal shape and determination of when HAZMAT trucks violate defined geo-fences.  The capability handles both exclusionary and inclusionary geo-fences. 

· Local Public Safety Answering Point (PSAP) identification.  TEAMS was upgraded to present PSAP contact information for an event based on the location of the HAZMAT truck and local PSAP jurisdictions.

· Points of interest.  TEAMS was upgraded to provide determination of and access to points of interest (e.g., schools, hospitals, power plants) near an incident.

· Current weather.  TEAMS was enhanced to provide access to current weather information in the vicinity of HAZMAT security events.

A key system feature of the TTC is the ability to share critical information across disparate systems in real time.  Specifically, the ability to receive status and alert messages from a number of different commercial truck tracking systems and the ability of for TEAMS to share information with secondary analytic tools, most immediately the FDfolio risk assessment and analysis tool, are critical to the TTCP’s operations.  

A standards-based messaging protocol, called the Universal Communications Interface (UCI), was developed and implemented to satisfy the system-to-system communications requirements.  The UCI conforms to the IEEE-1512 family of incident management standards and the National Transportation Communications for ITS Protocol (NTCIP).  The UCI offers an important foundation for satisfying real-time communications needs and for facilitating system expansion by providing an accepted standards-based messaging capability.

The TTCP communications architecture deployed is summarized in Figure 2.  The system uses the UCI for data communications between the truck tracking centers, TEAMS and FDfolio.  The interfaces are event-based.  When a new event, either an alert or position update is generated by a connected truck tracking system, FDfolio provides an updated assessment of risk and TEAMS determines whether a geo-fence violation has occurred and updates displays.  TTCP Operators and TSA Watch Officers (i.e., TSA person responsible for managing alerts) are able to use TEAMS to “drill down” to view FDfolio displays allowing review and management of rules that may have created a risk-based alert.  TTCP Operators and Watch Officers are also able to provide PSAPs with secure access to TEAMS displays in support of emergency response actions.
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Figure 2: HTSP Communications Architecture
The integrated system was operationally deployed on June 30, 2006.  Selected operators at Rural/Metro received TSA clearance and were trained in the use of the system.  They monitored and acted on messages and alerts from connected HAZMAT trucks.  Initially, one carrier with a small number of HAZMAT trucks was connected.  As more carriers were added the number of carriers and trucks being tracked and monitored were increased.  At the end of the program, 10 carriers and 128 HAZMAT trucks were being actively tracked. Typically, 100 messages were received per hour based on position reporting rates employed by carriers involved with the test.

An automatic tool for generating test alerts was developed to provide recurring training for Rural/Metro Operators, since very few actual alerts were experienced operationally.  The tool generates alerts at random times, at least once per shift.  Operators were required to respond to the alert in order to determine whether the alert is real or a test alert.  By implementing these test messages, we were able to ensure that operators are responding to alerts in a timely fashion and recall the proper procedures for handling alerts.

The operational experience was successful.  Based on this experience the following conclusions are offered:

1. Effective concept of operations. The concept of operations that drove the system integration approach and design is workable.  TTCP Operators are able to use TEAMS to monitor HAZMAT truck movements and respond to alerts.  The information provided via the TEAMS displays provides adequate information for guiding follow-up actions (e.g., contacting PSAPs, determining response actions based on the nature of the material involved).

2. The UCI can handle HAZMAT truck and internal TTCP messages.  The UCI was able to handle messages required for monitoring HAZMAT truck position update and alert messages.  In addition to handling update and alert messages from truck tracking systems the UCI is able to handle risk assessment messages between TEAMS and FDfolio.

3. Reasonable cost.  By leveraging previously developed systems the TTCP was able to be deployed at a relatively low cost.  That is, very little new development was required.  It was possible to integrate with and leverage already deployed truck tracking systems and adapt TEAMS and FDfolio, previously developed for similar applications.

4. HAZMAT trucking industry support.  The HAZMAT carriers and truck tracking vendors involved in the tests have been very supportive of the project.  They understand the objectives being addressed and are willing to engage their resources to work toward solutions.  Support and buy-in from the HAZMAT trucking industry will be critical to the success of the project.

Universal Communications Interface

General Dynamics performed work to develop a Universal Communications Interface (UCI) that enabled the national truck tracking center to receive HAZMAT event information from any commercially available tracking vendor.  Tasks included outreach to solicit carrier and tracking vendor participation, developing data communication interfaces, and developing and demonstrating an information integration module.

The implementation of a UCI that met the HTSP mission included both technical and institutional solutions.  The primary technical challenge was the implementation of a standard message that supports the HTSP mission and can be easily implemented by all proprietary tracking vendor systems.  The two primary institutional challenges were convincing carriers and tracking vendors to participate in the program and obtaining cargo information for each shipment. The HTSP found a solution for all of the challenges.

General Dynamics Advanced Information Systems (GDAIS) developed a UCI based on web services and the IEEE-1512 Standard for Common Incident Management Message Sets for Use by Emergency Management Centers.  By using web services, the UCI provides a secure low cost solution.  Data security is provided through user authentication, message encryption and message validation.  The implementation of the UCI is relatively simple, taking tracking vendors an average of two weeks.  By using Institute of Electrical and Electronics Engineers (IEEE)-1512, the UCI utilizes an existing standard that more than meets the data requirements of the HTSP.  IEEE-1512 has been endorsed by both the USDOJ and the USDOT.  A volume of the standard is specifically dedicated to hazardous materials incidents, providing the UCI with the most thorough data set for HAZMAT incidents of any existing standard.  Additionally, the IEEE-1512 was selected because it is designed to support any mode of transportation, not just the trucking industry.

Overcoming the institutional challenges was, and remains, the biggest issue.  For the pilot, GDAIS addressed the challenge of obtaining cargo data in a variety of ways.  The preferred method was to receive the data in the UCI format from the tracking vendors.  Out of the ten carriers in the pilot, four of them were able to support this option.  GDAIS also provided the capability for a carrier to manually enter their cargo information into a web application.  One carrier took advantage of this option.  For the rest of the carriers, all of which hauled dedicated commodities, their cargo information was hard coded into their UCI messages.  Going forward, GDAIS recommends that three options be considered:  1) entering cargo data directly into the tracking system data stream, 2) manually entering cargo data into a web application, and 3) interfacing with carrier dispatch systems to extract cargo data.

Recruiting of tracking vendors and carriers to participate in the HTSP was, and is, the other institutional challenge.  Some tracking vendors were reluctant to participate because they did not feel they were the appropriate source of the data TSA was requesting or they couldn’t recruit a carrier that would participate.  Also, without a mandate, tracking vendors were reluctant to invest in building to the UCI, although those that did implemented it in a man month or less.  GDAIS overcame the reluctance to build to the UCI by accepting tracking vendor data in its native format and transforming it to the UCI standard.  Carrier participation seemed to depend on the carriers business.  The high HAZMAT haulers were very cooperative and embraced the idea of TSA becoming a partner in their security practices. Their primary concerns were the cost of participating and the time required to participate.  Both of these proved to be minimal, particularly due to the UCI leveraging existing carrier tracking equipment.  The common HAZMAT haulers, such as gasoline, expressed more reservation about participating.  Reasons included not wanting the government having access to and storing their data, wanting to have more control over when TSA would get involved in a situation and concerns about the time and effort required to participate.  These reservations were overcome with all but one recruited carrier, although we were advised by that carrier that there would have been more volunteer participation if these reservations were addressed.

GDAIS’s ability to overcome tracking vendor and carrier reservation is shown in the program participation.  Seven tracking vendors, representing ten carriers and 128 trucks, have successfully sent tracking and alert information to the UCI.  Future recruiting success depends on several factors.  Tracking vendors will need to have a business model that shows the need to implement the UCI.  This can be accomplished either through regulation or if enough of their customers request the capability.  Likewise, carriers will only request this service if the government regulates it or if we can show how their participation in the program provides them with tangible benefits.

The remaining task was the development of an integrated information module that would provide easy to use material handling instructions.  GDAIS chose the Emergency Response Guide (ERG) to meet this task.  The ERG response pages are formatted and automatically made available to system operators based on the material being transported.

The UCI more than meets the requirements of HAZMAT Truck Security Pilot.  The required data and alerts are securely transmitted between tracking vendors and the national truck tracking center.  Tracking vendors were able to quickly implement the UCI, and for those that didn’t, GDAIS was able to transform their native data to the UCI.  The information integration module provides first responders with the necessary information to quickly and safely respond to HAZMAT events.  The challenges of obtaining cargo information and recruiting carriers and tracking vendors were overcome, though hurdles remain in both cases for developing full scale solutions.

Risk Assessment

The objectives of the task were to: (1) analyze the feasibility and benefits of enhancing the HTSS by applying a risk-based approach to identifying and managing HAZMAT security risks and incidents involving trucks on US highways; (2) demonstrate the capability of using the HAZMAT Truck Security System (HTSS), with a commercial-off-the-shelf (COTS) rules-based risk assessment tool called FDfolio™; and (3) conduct a public showcase demonstration of the entire HTSS.

The HTSS, without any risk-based enhancements, uses a standards-based Universal Communications Interface (UCI) to monitor extreme HAZMAT trucks by receiving periodic position updates and alerts from commercial truck tracking systems.  The HTSS then applies a Geographical Information System (GIS) and web-based tools to support multi-agency coordination of emergency responses, when required.  The Transportation Event Analysis and Management System (TEAMS), a commercial system for managing transportation events, served as the central coordination component within the HTSS.

The scope and complexity of the commercial HAZMAT truck security problem provides the motivation for a risk-based approach. The task of monitoring such a large volume of trucks and responding to potential threats when, for example, a HAZMAT shipment comes near critical infrastructure or when a driver hits a panic button, could be very labor intensive.  It could also result in false alarms and missed signals.  The risk-based approach was designed to mitigate these problems by applying risk-analysis algorithms to each event of interest on a near real-time basis. The result of the risk analysis is the assignment, on an automated basis, of a “suggested response priority” to each inbound event.  Key risk factors that are considered include cargo type, shipment destination, and routing deviations.  Key risk factors that are considered include cargo, shipment destination, and routing deviations.

The Risk Assessment Feasibility Analysis Task included three main subtasks:

· Development of a Concept of Operations.  A concept of operations defining “use cases” for the risk-based approach was developed.  The “use cases” defined how the three main HTSS components (i.e., the commercial HAZMAT truck tracking systems, TEAMS, and FDfolio™) can work together to identify and manage risks associated with HAZMAT truck shipments.
· Integration of the risk-based tool with the HTSS. Building on the concept of operations described above, TEAMS and FDfolio™ were upgraded to exchange messages via the UCI, analyze the received message data, and display results.  Modifications were also made to support coordinated viewing and management of risk analysis details when needed.  

· Demonstrations and Evaluations.  Using the integration of TEAMS and FDfolio a series of evaluations was conducted; (1) the “use cases” were analyzed to determine the potential of the risk-based approach for reducing both false alarms and missed signals; (2) a walkthrough demonstration of the approach was held to illustrate the potential benefits within an operational framework; and (3) a technical evaluation of the software integration for supporting the risk-based solution was conducted.

The following conclusions were reached regarding the risk-based approach:

· It is feasible to use the standards-based UCI to interconnect a risk-based filtering engine such as FDfolio™ to support near real-time risk assessments within the context of HTSS operations.

· The risk-based concept, as demonstrated, was analytically shown to reduce false alarms and missed signals over the TEAMS-only approach. 

· The FDfolio™ rules engine was effective in conducting near real-time risk assessments using a small set of rules implemented during the tests.  Evaluations with larger rule sets within the HAZMAT truck domain are warranted.  
The Objective 4 task also led two public “showcase” demonstrations.  These demonstrations covered the entire HTSS and project.  The showcase demonstrations presented: (1) an overview of the entire project; (2) an overview of the HTSS; (3) a preliminary summary of the project’s ongoing independent evaluation; (4) a description of the UCI; (5) an illustration of HTSS operations using screen shots and a realistic scenario involving a panic button alert and a hijacked truck; (6) an overview of the risk-based approach; (7) an real-world example of the HTSS in actual operational use; and (7) a panel discussion with project team leaders and carriers that participated in the HTSS pilot deployment.

Some general conclusions regarding the HTSS can be made as a result of the public showcase demonstrations:

· The HTSS provides an effective tool for supporting emergency response coordination between Transportation Security Agency (TSA), carriers, and public safety emergency response agencies.

· Participating carriers were supportive of the project and the HTSS solution.

· The HTSP has developed a foundation for future development and deployment of a capability for monitoring extreme commercial HAZMAT shipments and coordinating emergency response activities, when needed. 

· Continued involvement with the HAZMAT community will be important for successful future development.

In summary, this task demonstrated the viability of the risk-based approach as an integrated component of the HTSS using a small sample set of rules.  Based on this success, it is recommended that as the HTSS moves toward operational deployment the risk-based component be included.  Initially, a small set of rules is recommended, adding new rules as they are validated through demonstration and experience.

Independent Verification and Validation

The goal of the IV&V effort was to independently assess how the HTSP system satisfies program requirements, whether system performance and technical benchmarks were met, and identify any additional requirements that would benefit an eventual National TTC. The IV&V process implemented on this project by the Evaluation Team is based on industry accepted IV&V approaches to analyze and evaluate software and IT applications and operational testing programs. For the HTSP Prototype system, the Evaluation Team conducted two types of IV&V testing: (1) technical system verification and validation, and (2) evaluation of operations of the HTSP Prototype system. 

In the area of technical system verification, the Evaluation Team identified 23 system defects. This section presents the results of the IV&V Team’s test and evaluation efforts. Table 1 summarizes all the identified defects based on the five defined categories and their associated severity levels, based on High, Medium, or Low levels.

Table 1.  Summary of Technical IV&V Testing Results

	Severity Level
	Functionality
	User Interface
	System Performance
	System Security
	Regression
	Total

	High
	1
	0
	2
	2
	0
	5

	Medium
	3
	1
	0
	1
	0
	5

	Low
	5
	6
	0
	1
	1
	13

	Total
(Percentage)
	9
(39%)
	7
(30%)
	2
(9%)
	4
(17%)
	1
(4%)
	23
(100%)


Following are brief descriptions of the most serious of these identified system defects:
· Functional Defects: Based on the testing results, the geo-fencing functionality is not reliable. For example, events that are supposed to trigger geo-fence violations did not trigger alerts. Events that are linked to a “cleared, removed” geo-fences still incorrectly appear as “entered geo-fence.”

· System Performance: Two factors significantly slowed down system performance― slow TEAMS response time and the inadequate speed of the map refresh function.

· System Security:  Unlike to typical, password-protected web-based systems, the HTSP system does not time out after a certain amount of idle time. Additionally, web-based systems do not typically store user identification (ID) and password information on the local machine.

Despite the above system and operations issues, the HTSP Prototype effort demonstrated that the concept for HTSP is feasible and realistic. The testing further highlighted the successful implementation of the non-proprietary UCI set of protocols that will allow alerts and tracking information to be transmitted from all commercially available tracking systems to a prototype TTC and a 24-hour Government intelligence operations center.
Staged Events Testing

The evaluation team conducted 92 stages events during operational testing.  Eight motor carriers, with 124 power units, and 4 different tracking vendors participated in the operational testing. The Evaluation Team conducted the tests between September and December 2007.  Operational testing consisted of 46 panic alert events and 46 geo-fence violations, either exclusionary or inclusionary. Figure 3 below shows a TEAMS view of a panic button alert test conducted by the Evaluation Team.
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Figure 3.  TEAMS Details View Page Showing a Driver Alarm.

As part of the testing approach, staged events were established to assess the timeliness and quality of information transfers between the tracked trucks, participating motor carriers, and the Rural Metro operators (acting as the TTC watch standers and representatives from TSA). Three different staged events were used during the testing: (1) panic alert; (2) exclusionary geo-fence; and (3) inclusionary geo-fence
.The events were triggered by drivers in the field or dispatchers located in motor carrier facilities through activation of a panic button, or by violating an established parameter of a geo-fence. For the staged event testing, an exclusionary geo-fence is a defined boundary that a truck must remain outside of, whereas an inclusionary geo-fence is one in which the truck must remain within. 

The staged event testing process proved problematic, and significant system problems were identified. Table 2 provides and overview of the types of problems and the level to which they affected the staged event testing.

Table 2.  Frequency of Problems/Issues Occurring During Staged Event Testing

	Problem/Issue
	Number of Geo-Fence Violation Alerts
	Number of Panic Alerts
	Total Combined Alerts
	Applicable Number of Staged Events 
	Percentage of Staged Events Affected

	The TTC did not receive or respond to alerts.
	21
	5
	26
	92
	28

	TTC was unable to maintain current or multiple carrier contact information.
	5
	8
	13
	92
	14

	TTC watch stander was unable to identify the specific truck generating 
an alert to the carriers.
	20
	32
	52
	92
	57

	Interpretation of carrier macros to open up a trip, know what the cargo is, 
and respond to an alert.
	19
	3
	22
	92
	24

	Carriers contacted multiple times for the same event as though a new event had occurred.
	1
	2
	3
	92
	3

	The TTC was overloaded 
by multiple staged events 
in short succession.
	1
	1
	2
	3
	67


The results from the table indicate that two of the problems/issues encountered during the staged event testing occurred in more than 50 percent of the applicable staged events: (1) the TTC was overloaded by multiple staged events in short succession; and (2), the TTC watch stander was unable to identify the specific truck generating an alert to the carriers.

The results also indicate that two of the problems/issues occurred in approximately 25 percent of the applicable staged events: (1) the TTC did not receive or respond to alerts; and 2), interpretation of carrier macros to open up a trip, know what the cargo is, and respond to an alert.

For the portion of the test operations in TEAMS developed by the Evaluation Team that did work successfully in TEAMS, the Evaluation Team focused on measuring the system operational performance of the TTC Response Timeline to a potential security incident. This timeline is a function of: (1) the time to detect the alert through TEAMS; (2) the time to establish communications with the TSA Watch Officer; and the (3) time to contact the carrier to verify the nature of the alert. Due to the limited data set, this assessment, which included the application of Monte Carlo Simulation, resulted in the following key findings:

· Mean elapsed time of 8 minutes to complete the TTC Response Timeline for panic button alerts.

· Mean elapsed time of 16 minutes to complete the TTC Response Timeline for geo-fence violation alerts.

These findings illustrate that the mean time for both alert types (panic button and geo-fence) was 12 minutes. Based on feedback from the law enforcement community, the time period of up to 12 minutes to confirm an incident and declare a TSI is significantly longer than what would be considered effective for interdiction of a truck, especially in an urban setting. Therefore, a future architecture and Concept of Operations needs to consider that the nearest PSAP or other appropriate incident management lead agency, have access to the alert and receive the same TTC information for alerts at the same time that the TTC receives it. This approach will increase the likelihood that various first responders could respond in a coordinated effort, thereby positioning units to interdict as soon as TSA would declare a TSI.

While the above findings and issues point out to the immaturity of the HTSP system, the testing effort nevertheless demonstrated that a centralized TTC could accept carrier tracking data and respond to panic alerts generated by carriers, as well as alerts resulting from carrier violation of TTC-established geo-fence boundaries.

User Acceptance

The Evaluation Team’s approach to assessing stakeholder and user acceptance and review of the HTSP system involved active engagement and follow-up with a diverse set of public and private sector groups, including the following:

· Public Sector: TSA; Federal Bureau of Investigation (FBI); Nuclear Regulatory Commission (NRC); Department of Defense (DoD); Federal Highway Administration (FHWA); Federal Motor Carrier Safety Administration (FMCSA); Pipeline and Hazardous Materials Safety Administration (PHMSA); Commercial Vehicle Safety Alliance (CVSA); Military District of Washington, D.C.; and Regional/State Law Enforcement (LE) Agencies, Fire Departments, Emergency Management (EM) Agencies, State Transportation Agencies, Hazardous Material/Environmental Agencies, and Academic Institutions.

· Private Sector: Motor Carriers; Hazardous Materials Manufacturers and Suppliers; Vehicle Immobilization Technology (VIT) Vendors; Satellite Tracking Vendors; Satellite Communications Providers; Trucking Industry Association; and other private companies. 

The Evaluation Team conducted one live and three static demonstrations of the TTC concept to collect information and data from potential HTSP users. The demonstrations took place in Virginia, California, and Washington. The demonstrations used a scripted scenario involving a truck carrying HAZMAT deviating from its assigned route, causing an alert, and prompting the involvement of the TTC, TSA, motor carrier, emergency dispatch, and first responders. The scenario developed into a transportation security incident (TSI), and the TTC facilitated collaboration among the responding agencies and provided access to the HTSP system. The scenario came to a successful conclusion when law enforcement intercepted and stopped the truck. 

Immediately following each demonstration session, the audience members participated in focus group or question and answer sessions to assess and document participants’ views on the materials and demonstration. Based on the results of these sessions, the Evaluation Team developed a set of focused findings for both the public and private sectors across the following four areas:

· Concept of Operation (ConOps) Issues: The current ConOps relies on the TTC and its ability to facilitate an appropriate response once an alert is received through TEAMS. Several first responders feel TSA should not attempt to assist in managing emergency response using the TTC capabilities, but rather through the TTC, provide first responders with requested information on the HAZMAT load and the truck carrying it. The first responders also noted that the concept does not appear to readily allow information and data to be passed from law enforcement personnel in the field to the TTC. A major concern of the first responders is that the concept’s protocol, as it is currently designed, results in a process that is too slow, does not involve local responders quickly enough, or provide them the information they need to respond quickly and in a manner safest to the public at large. However, the idea of the TTC notifying jurisdictions and maintaining contact with responders as long as necessary, and in providing all contacted parties with a call-back number in the event more information or assistance is needed also is well received.

· Other Operational Issues: One issue raised with the HTSP notification process in that there is no national consistency/standard with the protocol as it is currently designed; there would need to be actual mapping of the emergency response communications network at a national level. There also is concern that the action model does not conform to National Incident Management System (NIMS) or National Response Plan (NRP) (now the National Response Framework as of January 2008); does not use common terminology for incident management; and would not allow for all the needed transportation agencies or organizations at the State and county level to be involved. Some stakeholders also feel that law enforcement at the Federal and State levels should be much more involved in either leading the day-to-day management of the HTSP system or being the first to receive the alert notifications. Additionally, one of the more prevalent operational concerns from the first responders and transportation organizations and agencies involves testing the capacity of the HTSP system to handle multiple alerts and/or incidents simultaneously, and the number of false alarms that the system receives in an alert-rich environment.

· Regulatory Issues:  One of the most significant issues, and one that warrants further investigation, is how the HTSP program will integrate with other Federal agency programs that regulate hazardous materials. The USDOT, Department of Energy (DOE), Department of  Defense (DoD), and the Department of Homeland Security (DHS) are all involved in regulating, in some fashion, the security and safety of hazardous material manufacture, movement, and disposition. Where the HTSP program fits in the scheme of regulatory requirements and how information and data will be exchanged to leverage capabilities is a public sector concern. Also of concern are information sharing and personnel security. Public Law 110-53, ‘‘Implementing Recommendations of the 9/11 Commission Act of 2007,’’ more commonly known as the “9/11 Bill,” requires TSA to develop a program to track the shipments of certain groups or classes of material in a particular amount or form known as “security-sensitive material” (S-SM). The collaborative process for the HTSP program ConOps involves many “actors” and the concern focuses on how cargo information and data involving S-SM will be protected as it is exchanged.

· Institutional Issues: Concerns surrounding system integration from an institutional perspective also were raised. Specifically, how truck tracking of HAZMAT fit into the overall transport of HAZMAT by all modes (rail, truck, air, and water), and how HAZMAT transportation should have a holistic approach to look at its entire means of transport. There also is interest in the HTSP program’s cost justification and how that would be impacted if other Federal agencies (NRC, DOE, Customs and Border Protection [CBP], etc.) are brought into the concept. One respondent suggested that the DHS might consider partnering with DoD, which has been tracking HAZMAT for a long time, to save taxpayer dollars and to take advantage of processes already in place that would expedite the HTSP program’s processes.

For private sector motor carriers the key issue appears to be whether or not participation in the HTSP program will be compulsory or voluntary when it is implemented. Several questions that were raised included that if participation becomes compulsory, what is the anticipated number of motor carriers who will be in the program, the number of loads that will be impacted, what specific data that will be required, and what type of costs were envisioned for the carrier industry associated with participation. Liability is also of concern, as well determining who will be responsible when damage to equipment or injury to personnel occur as a result of or relating to an alert, false alarm, or incident. 

Motor carriers who participated in the HTSP Staged Event testing had mixed feelings overall about the usefulness of the HTSP system. Most were very satisfied with their current security equipment and technology used in performing operations; however, not all were as satisfied that the equipment and technology made all of their shipments secure. Regarding the HTSP system process of information dissemination during the staged event testing, most of the motor carriers were satisfied; however, others cited dissatisfaction with presentation of information, usefulness of information, and completeness of information. Regarding the HTSP system procedures for information dissemination during staged event testing, there were varying levels of satisfaction for the motor carriers; however, others cited dissatisfaction with clarity of information from the TTC, completeness of information from the TTC, and consistency of being contacted by the TTC.

Benefit-Cost Analysis

The Evaluation Team performed an independent benefit-cost analysis of a potential National TTC deployment. Information to support the benefit-cost analysis was gleaned from data collected during pilot testing of the HTSP Prototype system. This information included inputs from program participants and potential users; results of the FMCSA National HAZMAT Safety and Security Field Operational Test (FMCSA HAZMAT FOT);
 and from other external sources identified in the subsequent sections of the Volume V report. 

The data was synthesized and analyzed to provide Transportation Security Administration (TSA) policy insight into the potential economic impacts to stakeholders of a national deployment. It should be noted that this analysis emphasizes wherever possible, the higher levels of cost and the lower levels of benefits to derive a conservative overall benefit-cost analysis.

The costs to deploy the HTSP concept would be borne by both the public and private sectors. The Evaluation Team estimates that developing, deploying, and operating the TTC for the first 3 years will cost between $12 and $26 million. This estimate does not include the costs associated with conducting a national training program for PSAP and other emergency response personnel. The cost to motor carriers to fully deploy the necessary truck tracking technologies is estimated to be $1.4 billion over a three year period.  However, these expenses are offset by estimated $2.1 billion in new operational benefits from improved operational efficiencies provided by these technologies.

Increased communications costs, due to more frequent position reporting, is another concern. Today, the typical motor carrier may receive position reports for a given truck about 10 times per day.  To increase the motor carrier position reporting frequency in support to HTSP operations would involve substantial additional annual operating costs that would need to be borne by industry (i.e. the economy), TSA, or a combination of both. To illustrate the magnitude of these costs, if the TSA would require position reports every 15 minutes instead of every 30 minutes, this would result in an $80 million annual increase of communications costs.

Table 3 provides an estimate of the expected benefits of a national deployment of the HTSP TTC concept. This estimated is founded on the estimation (based on the FMCSA report) that societal consequences (human, property, economic) from a terrorist attack on a HAZMAT truck carrying Tier 1 security-sensitive material (SSM) would range from $1.5 billion for an “undirected” attack to $40.4 billion for a “directed” attack. The key finding of this assessment showed that the chances of a terrorist being successful in attempting an attack could be reduced by 24 percent through utilization of truck tracking technologies demonstrated in the HTSP project.

Table 3.  HTSP TTC Concept Projected Benefits of Full Deployment ($Billions)

	Number of Trucks and 
Shipments
	Carrier Benefits Realized
	Societal Consequences from a  HAZMAT Security Event
	Societal Benefits Realized

	Power Units to be Equipped
	Millions of Ship-ments in 36 Months
	Total 
36-Month Operational Benefits
	Low Con-sequences  
(1 Event Undirected Attack)
	High Con-sequences  
(1 Event Directed Attack)
	Overall Vulner-ability Reduction
	Low Value of Vulnerability Reduction  
(1 Event
Undirected Attack)
	High Value of Vulnerability Reduction 
(1 Event
Directed Attack)

	309,053
	6
	$2.1
	$1.5
	$40.4
	24%
	$0.36
	$9.7


Perhaps the best way to explain the benefit-cost results is through a break-even analysis. For this program, the key element in evaluating the true value of the TTC concept is the anticipated level of threat. More specifically, over a given timeframe, how many attacks would need to be attempted and successfully addressed by the TTC concept to make deployment of positive economic value to society? Based on this question, the following analysis does not attempt to predict the likelihood of attack attempts, but rather provides an estimate of the number of attacks that would need to be foiled by the TTC concept to reach a societal economic break-even point. 

For this analysis, an upper bound based on a directed attack using a poisonous inhalant (PIH) ($40 billion consequence) is used. It is assumed that the deployment costs represent all costs to all stakeholders. Societal benefits include the avoided consequences of successful attacks and operational benefits that would accrue to motor carriers. These break-even values were calculated using the following formula:

Break-Even Number of Attacks = 

(Total Deployment Cost for the Technology / (Consequences Avoidance Benefit per Attack Attempt + Motor Carrier Operational Benefits)

This equation can be calculated based on specific benefit-cost information. The calculation immediately below provides this calculation for HTSP fully operational conditions under the worst case consequence of $40 billion (a directed attack using poison gas in bulk), with motor carrier operational benefits of $2.1 billion over 3 years, and supported by the TTC (24 percent vulnerability reduction):

Break-Even Number of Attack Attempts =

$1.8 Billion Deployment Costs / ($40,400 Million Consequence x 24% Vulnerability Reduction) + $2.1 Billion Motor carrier Operational Benefits

= 0.15 Attack attempts in 3 years for breakeven.

The above sample scenario demonstrates that security and operational benefits would equal technology costs if 0.15 attacks were attempted over 3 years (or if there were a greater than 15 percent probability that an attack would be attempted on the industry). The break-even number of attempted attacks is presented as a decision tool—if one believes that the probability of an attack (threat) is greater than the breakeven for a technology combination for a load type, then to society, the investment in the technology combination can be considered sound.
Conclusions and Recommendations

Based on the process and results of the HTSP project, Table 4 was developed to highlight the key recommendations and conclusions. These recommendations are intended to provide input concerning the future direction of the HTSP program, including the future full deployment of HTSP and TTC technologies in the United States.

Table 4.  Major Conclusions and Recommendations

	Conclusions
	Corresponding Recommendations

	· The HTSP test successfully demonstrated the potential of TTC technologies and standards, including the use of the Universal Communications Interface (UCI).
	· The high-level TTC concept, which incorporates UCI technologies, should be a cornerstone of the future deployment of the HTSP system.

	· The HTSP test proved the concept that a centralized TTC could accept carrier tracking data and respond to panic alerts generated by carriers as well as alerts resulting from carrier violation of TTC-established geo-fence boundaries.
	· While the basic concepts of panic alert information provided to and process by a TTC was validated, additional and significant system re-design will be required to improve the functional reliability of these processes.

	· The HTSP Prototype system had significant technical performance issues that would need to be addressed before moving to a full-scale system.
	· In addition to addressing overall system reliability and security issues, the system architecture itself should be significantly revised so that the sluggish system user response issues are corrected; current state-of-the-art technology relating to Web information management software and Web mapping techniques should be leveraged.

	· The HTSP Prototype system approach to geo-fencing will need significant rework to support a credible TTC operational capability
	· The current geo-fencing software and operational approach in the HTSP Prototype system should be scrapped. The HTSP Program should investigate the 
state-of-the-art in geo-fencing applications to identify/ develop a more robust geo-fencing approach for the future deployed HTSP system.

	· HTSP Staged Event Testing showed a substantial series of system operational problems related to alert notification and TTC communication issues.
	· The significant HTSP Prototype system errors in alert notification highlights the need for the HTSP program to re-evaluate the current system architecture and ConOps. The errors further underscore the need to establish a formal system engineering and design approach that will ensure the development of a more reliable HTSP system in the near future, as TSA moves forward with deploying a fully operational HTSP system.

	· Challenges in tracking cargo (trailers/containers) versus power units (truck cabs) remain. 
	· The HTSP program should investigate the current trucking industry deployments of Untethered Trailer Tracking (UTT) systems. These systems would have the advantage of allowing a future HTSP system to track both power units and trailers.

	· As currently designed, the HTSP Prototype system has significant deficiencies in fulfilling expected first responder requirements.
	· The HTSP program should establish high-level requirements, possibly through a series of regional “requirements workshops” in each of the Nation’s major regions designed to meet congressionally mandated program requirements, while at the same time accommodating the needs and requirements of all stakeholders.

	· As currently designed, the HTSP Prototype system does not adequately take into account: (1) how it would integrate with other government security programs and tracking systems; and (2), how it would integrate with established state/local emergency response systems.
	· Consideration should be given to how this system “fits in” with other systems that are currently in use: (1) determine the impact that the system has on other systems, as well as how it is impacted by other HAZMAT-related Federal regulations and programs; (2) investigate the functional redundancy and uniqueness of TTC operations as related to other tracking programs’ operations; and (3), evaluate how the HTSP system could be effectively integrated with other Geographic Information System (GIS)-based emergency response systems.

	· As currently designed, the HTSP Prototype system does not provide the flexibility to accommodate established Law Enforcement/ Emergency Response standards and practices as well as jurisdictional uniqueness.
	· The following three steps should be considered here: (1) align the system with the NIMS and National Response Framework; (2) ensure the system is adaptable to regional communications protocol, terminology, dispatch procedures, etc.; and (3),  establish understandings and agreements with intelligence agencies, fusion centers, and Emergency Operations Centers (EOCs) that help to coordinate correct information transfer.

	· The benefit-cost assessment showed that the system could be deployed by TSA, and initial operations could begin for a budget in the range of $20 million for TSA, which resulted in a significantly positive benefit-cost case for the public sector. However, despite a credible benefit-cost case for motor carriers to deploy the technologies, substantial private sector investment would nevertheless be required to implement the necessary tracking systems.
	· If a Federal mandate for motor carriers to deploy HTSP technologies is not feasible, then TSA should consider innovative strategies that can leverage the deployment of the HTSP tracking technologies, such as: (1) lower insurance premiums due to reduced levels of risk and improved safety from improved incident detection and response capabilities; and (2) the creation of a deployment incentive tax credit program for the motor carrier industry, vendors, and manufacturers.

	· To support real-time position tracking, the HTSP system may need to receive position reports significantly more frequently (perhaps every 15-30 minutes) than the current industry standard of one report about every 2 hours. The additional cost to TSA and/or TSA of this more frequent position-reporting requirement will be measured in the high tens of million dollars annually.
	· Additional investigation is required to assess methods of optimizing position reporting based on HAZMAT load type, threat, and consequence information; such optimization has the potential to save TSA and/or industry tens of millions of dollars annually in potentially unneeded communications costs.
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�Other attack scenarios can certainly be envisioned beyond those tested, including attempts to mask the GPS signal and then commandeer a truck, attempts to remove HAZMAT cargo from a trailer or tank, or theft of an entire trailer or tank without disruption to the power unit. However, such scenarios were deemed to be outside of the scope of the initial pilot deployment and will be addressed in subsequent tasks of this study. 


� National HAZMAT Safety and Security FOT Final Evaluation Report, November 11, 2004 submitted by Science Applications International Corporation to the USDOT ITS Joint Program Office and FMCSA.





